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Executive Summary

Over the last several years, the alternative payment provider (APP) industry has seen explosive growth, offering consumers new digital means to make payments and transfer money. This growth is only expected to continue, with some reports suggesting that mobile payments will grow annually by 60.8% through 2015, and that the peer-to-peer payments market will reach $17 billion in 2019. The APP market is also likely to grow through the increased use of so-called “Buy Buttons”—a means of integrating payment mechanisms into social media and search engine websites.

Although these new payment products generally require the collection and transfer of financial account and other sensitive personal information, the legal and regulatory frameworks designed to ensure the privacy and security of such information have not been revised to cover APP activities adequately. This regulatory failure has resulted in real consequences for customers, as reports have surfaced recently on data security and privacy lapses for APPs and mobile payment offerings.

Established banks have long offered payment solutions similar to those provided by APP companies. But banks, unlike APPs, are subject to extensive regulatory, supervisory, and enforcement scrutiny by their prudential regulators with respect to privacy and data security. APPs, by contrast, are providing their products and services by continuing to rely on the backbone of existing bank payment systems while capitalizing on innovations in communications platforms, thus generally managing to avoid the reach of the traditional financial regulators. For example, while both banks and most nonbank APPs are subject to the data security requirements established in the Gramm-Leach-Bliley Act (GLBA), the two groups are subject to quite different sets of implementing regulations and regulatory guidance, with banks subject to the more demanding standards issued by federal financial regulatory agencies and APPs subject to the more flexible regulations promulgated by the Federal Trade Commission (FTC). The result is not only lighter substantive requirements for APPs but also lower odds of facing enforcement actions and less prospect of substantial sanctions for violations. Other sources of APP data security requirements fail to compensate for this uneven regulatory landscape, both in terms of substantive requirements and the risks and consequences of enforcement actions.

Similarly, as a practical matter, APPs only face punishment for lax data security practices if they suffer an actual cybersecurity breach that is discovered by the government, because, unlike banks, APPs are not subject to regular examinations, enforcement actions, and other oversight by prudential regulators. While banks are subject to frequent examinations by their prudential regulators, which include data security-related examination, the FTC enforces its authority only through targeted, one-off civil investigative demands (CIDs). This lack of examination makes it is easier for APPs’ security flaws to go undetected prior to a breach. And while both banks and APPs may be subject to injunctive relief for violations of the GLBA’s requirements, only banks face a realistic possibility of civil money penalties, resulting in vastly different consequences for banks and nonbanks for violations of the same statute.
Even beyond the regulatory burden, banks often ultimately bear much of the customer service and fraud costs, even those associated with data security failures on the part of APPs.

Banks and APPs engaging in functionally similar activities should be subject to similar regulatory regimes. A regulatory level playing field of this sort is critical both to ensure that consumers enjoy consistent protection regardless of their choice of platform and to protect the safety and soundness of payment systems. To close the regulatory, enforcement, and examination gaps that exist today, we recommend:

» **Enhancing the substantive regulatory requirements.** The FTC should adopt enhanced GLBA Safeguards Rules, either limited to APPs or applicable more broadly to all the companies subject to the FTC’s jurisdiction.

» **Using available examination authority.** The CFPB should issue rules defining larger participants of the APP industry, which would give the CFPB examination authority over those larger participants as defined. The CFPB or other regulators should also exercise any available examination authority they already have over APPs (such as those established as service providers to a financial institution).

» **Enforcing existing requirements.** For example, the FTC should enforce its GLBA Safeguards Rule more frequently for APPs, perhaps including through a CIO sweep. For APPs that are federally registered as money services businesses with the Financial Crimes and Enforcement Network (FinCEN), FinCEN should enforce existing guidance that would require those APPs to report actual or attempted data breaches to the government in the form of suspicious activity reports (SARs).

**Enacting legislation establishing additional data security requirements for APPs.**

» The Data Security Act of 2015 (S. 961 and H.R. 2205) would establish flexible and common-sense standards, based on the GLBA Interagency Guidelines, for firms of all sizes to follow in order to secure consumers’ sensitive financial information and prevent breaches. These bills would also give the FTC express enforcement authority in this area, while making clear that the standards are not applicable to financial institutions already subject to data security regulation by the prudential regulators.

» In order to exercise any new authority successfully, the FTC would also need more resources to properly staff investigations and enforcement actions.

» Additional legislation might make clear that APPs are subject to the same type of scrutiny with respect to data security as banks, such as by directly giving the FTC or CFPB examination authority (without requiring further regulations to do so), or by directly requiring the CFPB to enact rules defining larger participants in the APP industry.
# Table of Contents

I. Introduction .......................................................................................................................... 5  

II. The Alternative Payment Provider Industry: Explosive Growth but Data Security Lapses ............................................................................................................. 7  

III. APPs Are Subject to Dramatically Lighter Regulatory Requirements than Are Major Banks ........................................................................................................ 12  
   A. THE GRAMM-LEACH-BLILEY ACT ............................................................................... 12  
      1. Prudential Regulators and the Interagency Guidelines .......................................... 12  
      2. The Federal Trade Commission’s Safeguards Rule ................................................ 15  
      3. Some Key Distinctions ......................................................................................... 15  
   B. STATE LAWS AND SELF-REGULATORY STANDARDS ................................................. 17  
      1. State Laws ........................................................................................................ 17  
      2. Self-Regulatory Standards ............................................................................. 18  
   C. SOME LIMITED PROGRESS ................................................................................... 20  

IV. APPs are Not Subject to Meaningful Oversight or Enforcement to Prevent Breaches Before They Harm Consumers .................................................................... 24  
   A. EXAMINATION ......................................................................................................... 24  
   B. ENFORCEMENT ........................................................................................................ 28  
      1. Gramm-Leach-Bliley Act ............................................................................... 28  
      2. Unfair, Deceptive (and Abusive) Acts or Practices ...................................... 29  
   C. DATA SECURITY VIA SAFETY AND SOUNDNESS REGULATION ......................... 31  

V. Costs Remain with the Banks for APPs’ Lapses ............................................................ 33  

VI. Recommendations ....................................................................................................... 34  
   A. NON-LEGISLATIVE ................................................................................................. 34  
   B. LEGISLATIVE .......................................................................................................... 34
I. Introduction

Over the last several years, the alternative payment provider (APP) industry has seen explosive growth, offering consumers new digital means to pay merchants, exchange money with friends, and use their wallets in other contexts. Although these new payment products generally require the collection and transfer of financial account and other sensitive personal information, the legal and regulatory frameworks designed to ensure the privacy and security of such information have not been revised to cover APP activities adequately.

Established banks have long offered payment solutions such as Automated Clearing House (ACH) transfers, checks, and online bill-pay systems, and they have increasingly offered digital payment systems like those provided by APP companies. But banks, unlike APP providers, are subject to extensive regulatory, supervisory, and enforcement scrutiny with respect to privacy and data security. Thus, while APPs and banks increasingly compete head to head, APPs face dramatically less regulatory oversight of their data security and privacy practices than do banks, with real consequences for their customers.1

While this gap has existed for years, it has become more problematic in recent years as the APP industry has grown, leading to increased risk of security lapses and increased consequences of such lapses. Improper data security protections could lead not only to unauthorized disclosure of sensitive personal or financial information stored by an APP, but could also lead to fraudulent transactions conducted through the APP. Both risks are important to consumers.2 And ultimately, banks often bear the costs of closing/replacing cards or accounts, investigating incidents of fraud, refunding fraudulent charges, and monitoring accounts for fraudulent activities.

Part I of this white paper briefly describes the growth of the APP industry, noting some examples of recently reported data security lapses. It then compares large banks and APPs when it comes to regulatory, supervisory, and enforcement scrutiny concerning data security. Part II addresses the substantial gaps in substantive data security requirements the two groups bear. Part III describes gaps in supervision and enforcement. These comparisons show that APPs operate under markedly lighter legal and regulatory regimes for data security in every dimension. Part IV explains the financial consequences this has for banks, already playing on an uneven regulatory

---

1 This concern was acknowledged by Comptroller of the Currency Thomas Curry during remarks before the BITS Emerging Payments Forum on June 3, 2015. He noted that “regulation adds significant value in the areas that we’re discussing today [i.e., payment technologies and cybersecurity]. For example, efforts are well underway to bring e-commerce and emerging payments systems deployed by non-bank players under greater regulatory scrutiny . . . [to] ensure a more level playing field and protections for customers of non-banks. Certainly, they deserve no less.” Thomas J. Curry, Comptroller of the Currency, Remarks Before the BITS Emerging Payments Forum (June 3, 2015), available at http://www.occ.gov/news-issuances/speeches/2015/pub-speech-2015-78.pdf.

2 See, e.g., Federal Reserve Board, Consumers and Mobile Financial Services at 14 (Mar. 2015), http://www.federalreserve.gov/econresdata/consumers-and-mobile-financial-services-report-201503.pdf (noting that, of those users who did not use mobile banking due to concerns about security, 17% reported concerns about their phone being hacked, 22% were concerned about someone intercepting their data, while less than 10% each were concerned about losing their phone or their phone being stolen, someone using their phone without permission to access their account, company misuse of personal information, and malware/viruses being installed on the user’s phone, while 43% were concerned about all of the stated reasons).
playing field, as banks end up having to pay the price for APPs’ data security failures. Finally, Part V offers a set of recommendations designed to help ensure that when consumers use APPs they are no less protected with respect to data security as they are when they use products and services offered by banks.
II. The Alternative Payment Provider Industry: Explosive Growth but Data Security Lapses

The APP industry includes many nonbank companies offering alternative payment solutions. These solutions range from ones offered by large tech companies, such as Apple Pay, Google Wallet, and Facebook Messenger; to successful payment-focused startups offering payment systems as the core of their business, such as point-of-sale solutions providers Square, LevelUp, and Kash; peer-to-peer (P2P) money transfer services PayPal and Venmo; entities that act as a front-end to the ACH rail such as Knox Payments, and application program interfaces Stripe and Plaid; to a number of earlier-stage startups seeking to introduce payment innovations and asking consumers to entrust their money to them.

The alternative payments market has seen substantial growth in the last few years,

3 Apple Pay is a mobile payment service that lets Apple mobile devices make payments by aggregating, digitizing, and replacing magnetic stripe cards. Apple, Apple Pay, http://www.apple.com/apple-pay/. Google Wallet provides a similar feature, providing a mobile application that operates as a “virtual wallet” by linking to underlying payment credentials (including credit, debit, prepaid, or gift cards) that can be used to redeem sales promotions or access loyalty program information, and allows consumers to make payments online or using mobile devices at retail locations. The Clearing House, Developing a Comprehensive Regulatory Framework for Electronic Payments at 18 (Apr. 2013). Facebook’s offering allows users to send payments to other Facebook users through the Facebook Messenger application, similar to PayPal, Venmo, and Square Cash, discussed below. Press Release, Facebook, Send Money to Friends in Messenger (Mar. 17, 2015), http://newsroom.fb.com/news/2015/03/send-money-to-friends-in-messenger/.

4 Square, LevelUp, and Kash focus on offering point-of-sale solutions. Square provides mobile point-of-sale tools to allow users to turn their iPads or iPhones into mobile credit card readers. See Square, Square Register, https://squareup.com/register; Square, Square Stand, https://squareup.com/stand; Square, Square Reader, https://squareup.com/reader. LevelUp provides a mobile app that consumers may download to mobile devices and link to credit or debit cards. Once linked to a consumer’s payment card, LevelUp can be used to display a “QR” or quick response code on the mobile device to make payments at participating merchants. The Clearing House, Developing a Comprehensive Regulatory Framework for Electronic Payments at 16. Kash offers a similar mobile point-of-sale payment option, by allowing users with the Kash mobile application to connect their bank account using their online banking log-in information. Kash, How it Works, https://withkash.com/merchant/howitworks; Ruth Reader, Kash brings $2M to the mobile payments arena and launches amid Apple

5 PayPal is an e-commerce business that allows consumers and businesses to make and receive payments through online P2P transfers, retail point-of-sale purchase processing, online and mobile payment processing, and certain affiliated e-commerce sites, using linked bank accounts or credit/debit cards. The Clearing House, Developing a Comprehensive Regulatory Framework for Electronic Payments at 26. Venmo (recently acquired by PayPal through PayPal’s acquisition of Venmo parent Braintree) offers a similar P2P money transfer service, through linked bank accounts or payment cards, based in a social media application. Venmo, How it Works, https://venmo.com/about/product/ . Square also offers a similar service, Square Cash (which powers, among other things, Snapcash, a money transfer service through the Snapchat application). Julia Boorstin, Can Square Cash replace $1 trillion in checks?, CNBC (Mar. 23, 2015), http://www.cnbc.com/id/102527065; Snapchat Blog, Introducing Snapcash (Nov. 17, 2014), http://blog.snapchat.com/post/102895720555/introducing-snapcash.


7 Stripe and Plaid offer APIs, or application program interfaces, for developers to incorporate into their applications for the acceptance of payments. Stripe, About, https://stripe.com/about; Plaid, Home Page, https://www.plaid.com/.
reflecting increasing amounts of consumer funds and consumer data entrusted to APPs. For example:

» **Growth of PayPal.** In Q1 2010, PayPal processed a net total payment volume of just over $20 billion, which more than tripled by Q4 2014.\(^8\) In that same period, mobile payments on PayPal grew from $750 million annually in 2010 to $46 billion in 2014.\(^9\)

» **Growth of P2P market.** In 2010, only 4% of web-connected adults used P2P mobile payments,\(^10\) and some estimates suggested that U.S. households spent an average of just $8 per year on P2P transactions using mobile channels at that time.\(^11\) In July 2013, just over a year after its public launch, Venmo’s user figures were reportedly growing at a rate of 15% every month.\(^12\) The mobile P2P payment market totaled a reported $5.2 billion in 2014.\(^13\) As of March 2015, the P2P market is expected to reach $17 billion in 2019.\(^14\)

» **Growth of APPs for online transactions.** In January 2014, it was estimated that APPs will account for 59% of online transactions in 2017, up from 43% in 2012.\(^15\)

» **Growth of e-wallets.** According to that same January 2014 report, e-wallets are estimated to equal cards in terms of market share by 2017, with each predicted to have a 41% share of the payments market with $1,656 billion in payments in 2017 (as compared to $295 billion in 2012).\(^16\)

» **Growth of mobile payments generally.** In 2010, $16 billion in transactions were processed as mobile payments.\(^17\) This increased to $46 billion in 2011 and $81 billion in 2012. In December 2014, 22% of mobile phone owners reported having made a mobile payment in the prior year, compared with 17% in 2013, 15% in 2012, and only 12% in 2011.\(^18\) When limited to smartphone users only, these numbers grow, with 28% of smartphone users having made mobile payments in 2014, up from 23-24% in each of the prior three years.\(^19\)

Some reports suggest that mobile pay-

---

10 Becky Yerak, Smart-phone money transfers are a growing business; trends, Providence Journal (Dec. 18, 2011).  
11 Marc Rapport, Advancing from In-Person Cash to Electronic, Credit Union Times (Jan. 12, 2011).  
14 Id.  
16 Id.  
18 Federal Reserve Board, Consumers and Mobile Financial Services at 1, 5 (Mar. 2015), http://www.federalreserve.gov/econresdata/consumers-and-mobile-financial-services-report-201503.pdf. For the purpose of these statistics, mobile payments includes payments made by accessing a web page through a web browser on a mobile device, sending a text message, or using a downloadable application. Id. at 14.  
19 Id. at 2, 5.
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25 Andrew Tarantola, Google Wallet Hacked Again, Gizmodo (Feb. 9, 2012), http://gizmodo.com/5883913/google-wallet-has-been-hacked-again-now-you-should-panic.


28 Id. The article indicates that it was the user’s bank, not Venmo, that alerted the user to the pending transfer.

Along with this rapid growth have come a series of data security and privacy lapses. Shortly after Google Wallet was launched, for example, a security firm discovered a way to force Google Wallet to reset itself and prompt the user for a new PIN, allowing anyone who gains access to a phone (without lock screen protection) to change the Google Wallet PIN and make all funds on the wallet available.25 And, as recently as the end of 2014, there were reports of various security vulnerabilities in PayPal, a veteran payment provider compared with many of the other APPs. These vulnerabilities included the ability to override two-factor authentication, and a means to bypass the service’s “Cross-Site Request Forgery Protection Authorization System.”26

Venmo, which processed $700 million in payments in Q3 2014 alone, has also been the subject of criticism, following a recent article which documented user complaints about fraud in the service tied to security failures.27 The article highlighted the fact that key account information can be changed without sending a notice email to the original email address associated with the account, a key security feature routinely implemented by banks, thus allowing a hacker to gain access to an account and transfer money to another account completely undetected by the user.28 This is
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a fairly basic security mistake that financial regulators would not stand for when it comes to regulated banks. In fact, in the Federal Financial Institutions Examination Council (FFIEC) 2011 guidance Supplement to Authentication in an Internet Banking Environment, the FFIEC makes clear that one of its “specific supervisory expectations” is that banks implement layered security at different points in transactions to ensure that multiple controls compensate for a weakness in one control, including through the use of “enhanced control over changes to account maintenance activities performed by customers.”29 This would presumably include changes to an account’s associated email address.

In another example of an APP security lapse, Starbucks recently acknowledged that criminals have been siphoning money away from victims’ credit cards and bank and PayPal accounts through their Starbucks cards.30 Starbucks processed $2 billion in mobile payment transactions last year through the Starbucks application. It has thus far denied that the recent compromises were the result of a cybersecurity breach,31 even then, this exhibits the danger of linked bank accounts where the accounts lack even the most basic of additional security measures (such as those mandated by the FFIEC Authentication Guidance) to prevent unauthorized use.32 And, in an apparently unrelated issue, a security researcher exploited a bug in the Starbucks gift card and yet faced extensive difficulty and delay in receiving a response to his reporting of the bug to Starbucks and in the company’s ultimately fixing it.34

Both the failure to implement even the most basic of layered security measures when dealing with linked bank accounts and financial transactions, and the lack of receptiveness to receiving and properly responding to reports of identified bugs, is exemplary of the naiveté of some of these APPs with respect to security considerations, and the lack of motivation to take security seriously. These lapses are particularly striking in examples like Starbucks, which is “viewed by payments analysts and industry trade reports as an example of successful implementation of a closed-loop mobile payment model.”35

In addition to fraudulent transactions, APPs collect a significant amount of customer data, breached accounts.32 Even then, this exhibits the danger of linked bank accounts where the accounts lack even the most basic of additional security measures (such as those mandated by the FFIEC Authentication Guidance) to prevent unauthorized use.33 And, in an apparently unrelated issue, a security researcher exploited a bug in the Starbucks gift card and yet faced extensive difficulty and delay in receiving a response to his reporting of the bug to Starbucks and in the company’s ultimately fixing it.34

33 FFIEC, Supplement to Authentication in an Internet Banking Environment.
which is at risk of being stolen by hackers if insufficient security precautions are used to protect the data. For example, during the early pilot stages of APP CurrentC, the company announced that it had been hacked, resulting in the theft of the email addresses of anyone who had signed up for the program.


37 Id.
III. APPs Are Subject to Dramatically Lighter Regulatory Requirements than Are Major Banks

APP companies hold many of the same types of data and perform many of the same types of consumer payment transactions as major banks. Yet the substantive regulations that govern banks’ data security practices are markedly more stringent than those applicable to APPs. This is in line with the overall regulatory context for financial institutions as compared with other consumer products. Banks have long been subject to extensive regulatory, supervisory, and enforcement scrutiny by their prudential regulators, a framework which has naturally evolved to include scrutiny with respect to privacy and data security.

APPs, by contrast, are providing their products and services by continuing to rely on the backbone of existing bank payment systems while capitalizing on innovations in communications platforms, thus generally managing to avoid the reach of the traditional financial regulators.38 Instead, to the extent APPs are regulated, they are subject predominantly to the jurisdiction of the Federal Trade Commission (FTC), an agency with less authority and resources than financial regulators.

THE GRAMM-LEACH-BLILEY ACT

While both banks and most, if not all, nonbank APPs are subject to the data security requirements established in the Gramm-Leach-Bliley Act (GLBA), the two groups are subject to quite different sets of implementing regulations and regulatory guidance. Banks are subject to the more demanding Interagency Guidelines Establishing Standards for Safeguarding Customer Information, adopted jointly by the federal financial regulatory agencies, while APPs are subject to the more flexible Safeguards Rule promulgated by the FTC. The result is not only lighter substantive requirements for APPs but also lower odds of facing enforcement actions and less prospect of substantial sanctions for violations.

Prudential Regulators and the Interagency Guidelines

Bank GLBA data security requirements have been laid out in the prudential regulators’ Interagency Guidelines Establishing Standards for Safeguarding Customer Information. In doing so, Pandey essentially acknowledged that federal regulators lack the authority to act in this area, despite a keen interest in doing so. Only in the

---

38 This is despite keen interest by many of the financial regulators in mobile payments and APPs. In the Mobile Payments Industry Workgroup 2014 update on the mobile payments regulatory landscape, Susan Pandy, the Director of Payment Strategies for the Federal Reserve Bank of Boston, described the “role of regulators in mobile payments,” which essentially outlined the various ways in which federal regulators are monitoring trends, conducting studies, and engaging in dialogue around the area of mobile payments. Susan Pandy, Update on the U.S. Regulatory Landscape for Mobile Payments, Summary of Meeting between Mobile Payments Industry Workgroup (MPIW) and Federal and State Regulators at 4-8, Federal Reserve Bank of Atlanta and Federal Reserve Bank of Boston (Aug. 18, 2014), available at http://www.bostonfed.org/bankinfo/payment-strategies/publications/2014/summary-of-mpiw-meeting-may-2014.pdf. In doing so, Pandy essentially acknowledged that federal regulators lack the authority to act in this area, despite a keen interest in doing so. Only in the
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The Interagency Guidelines require each bank to implement a comprehensive written information security program, appropriate to its size and complexity and the nature and scope of its activities. The program must be designed to ensure the security and confidentiality of customer information; protect such information against any anticipated threats, and unauthorized access to or use of such information; and ensure the proper disposal of customer information.

Financial institutions’ information security programs must include six components: (1) board of directors’ involvement, including at least annual reporting to the board; (2) risk assessment; (3) risk management and control; (4) oversight of service providers; (5) an incident response program; and (6) periodic updating.

**Board of directors.** The board of directors “or an appropriate committee of the board” must (i) “approve the bank’s information security program”; (ii) “oversee the development, implementation, and maintenance of the bank’s information security program, including assigning specific responsibility for its implementation”; and (iii) review at least annual reports from management on the “overall status of the information security program and the bank’s compliance” with the Interagency Guidelines, including “issues such as risk assessment; risk management and control decisions; service provider arrangements; results of testing; security breaches or violations and management’s responses; and recommendations for changes.”

**Risk assessment.** Financial institutions are required (i) “to identify reasonably foreseeable internal and external threats that could result in unauthorized disclosure, misuse, alteration, or destruction of customer information or customer information systems”; (ii) “to assess the likelihood and potential damage of these threats, taking into account the sensitivity of customer information”; and (iii) “to assess the sufficiency of policies, procedures, customer information systems, and other arrangements in place to control risks.”

**Risk management and control.** Financial institutions must (i) consider whether, given the risks they face and the complexity of their operations, a number of security controls would be appropriate: (a) access controls; (b) physical access restrictions; (c) encryption, in transit or at rest; (d) procedures to ensure that modifications to customer information systems are consistent with the information security program; (e) dual control procedures, such as segregation of duties and background checks; (f) monitoring to detect intrusions and attempted intrusions; (g) protocols for responding in the event of intrusions, including reports to regulatory and law enforcement agencies; (h) protection against environmental hazards, such as fire or water damage; (ii) train staff to implement the information security program; (iii) regularly test key controls, systems and procedures in their information security program, using independent staff from inside or outside the institution; and (iv) maintain appropriate...
procedures to properly dispose of customer information. 44

Oversight of service providers. Financial institutions are required (i) to exercise “appropriate due diligence” in selecting service providers; (ii) to require by contract that service providers “implement appropriate measures designed to meet the objectives” of the GLBA guidelines; and (iii) “[w]here indicated by the bank’s risk assessment, monitor its service providers to confirm that they have satisfied th[ose contractual] obligations,” including by reviewing audits, summaries of test results, or other equivalent evaluations.45

Response program. In the event of “unauthorized access to sensitive customer information,” financial institutions must “conduct a reasonable investigation to promptly determine the likelihood that the information has been or will be misused.” “Sensitive customer information,” for these purposes, means “a customer’s name, address, or telephone number, in conjunction with the customer’s social security number, driver’s license number, account number, credit or debit card number, or a personal identification number or password that would permit access to the customer’s account.” If such misuse has occurred or “is reasonably possible,” the financial institution should notify affected customers by means “designed to ensure that a customer can reasonably be expected to receive” the notice. The notice should include a description of the intrusion, a telephone number to call for assistance, recommendations about fraud alerts, identity theft resources, and checking with credit reporting agencies.46

Updating. Financial institutions should evaluate and adjust their information security programs “in light of any relevant changes in technology, the sensitivity of its customer information, internal or external threats to information, and the bank’s own business arrangements,” including outsourcing arrangements and customer information systems.47

When it comes to regulators’ expectations, the Interagency Guidelines are supplemented by various guidance documents issued by the FFIEC member agencies. These include FFIEC’s Information Technology Examination Handbook, especially its Information Security, Outsourcing Technology Services, and Supervising Technology Service Providers booklets48 as well as topical bulletins that include information security components,49 and other guidance documents, such as the recently released Cybersecurity Assessment Tool.50 The IT Examination Handbook’s Information Security booklet alone contains nearly 90 pages

44 Id. § III.C.
45 Id. § III.D.
47 Id. App. B § III.E.
48 These booklets, along with the other IT Examination Handbook booklets, are available at http://ithandbook.ffiec.gov/it-booklets.aspx.
Ensuring Consistent Consumer Protection for Data Security: Major Banks vs. Alternative Payment Providers

The Federal Trade Commission’s Safeguards Rule

While APPs are likely subject to the GLBA’s data security requirements, as nonbank institutions APPs do not have to follow the Interagency Guidelines. Instead, they are subject to the more general requirements of the FTC’s GLBA Safeguards Rule. The Safeguards Rule’s requirements are not only less robust than the Interagency Guidelines’ requirements; they also come without the additional detailed expectations set out in the FFIEC’s IT Examination Handbook and in other FFIEC agency guidance documents.

The Safeguards Rule requires covered APPs to implement a written information security program containing administrative, technical, and physical safeguards appropriate to the company’s size, complexity, activities, and maintenance of sensitive customer information. Similar to the program required by the Interagency Guidelines, the program mandated by the Safeguards Rule is to be designed to ensure the security and confidentiality of customer information, and to protect against threats or unauthorized access that could result in substantial customer harm or inconvenience.

The Safeguards Rule outlines five basic required elements for developing, implementing, and maintaining an information security program: (1) designate an employee to coordinate the program; (2) identify reasonably foreseeable internal and external risks to the security, confidentiality, and integrity of customer information that could result in the unauthorized disclosure, misuse, alteration, destruction, or other compromise of such information, and assess the sufficiency of such safeguards; (3) design and implement information safeguards to control risks identified through regular assessments, and regularly test or monitor the effectiveness of key controls; (4) oversee service providers, including taking reasonable steps to retain providers that are capable of maintaining appropriate safeguards and contractual provisions requiring such safeguards; and (5) evaluate and adjust the program in light of testing and monitoring, material changes to the business, or other circumstances with a material impact on the information security program.

Some Key Distinctions

The differences between the data security requirements imposed on banks by the

---

52 15 U.S.C. § 6809(3)(A) (defining “financial institution” subject to the GLBA as “any institution the business of which is engaging in financial activities as described in section 1843 (k) of title 12,” which includes, for example, “transferring . . . money”). Whether each specific APP falls under this definition requires a fact-specific inquiry into the functionality of the APP. To the extent any APP is not subject to the GLBA’s data security requirements, this would of course only serve to widen the gap between major banks and APPs in terms of data security requirements.
54 Id. § 314.3(a).
55 Id. § 314.3(b). Proper disposal of records is covered separately under the FTC’s Disposal Rule under the Fair and Accurate Credit Transactions Act. Id. Part 682.
56 Id. § 314.4.
Interagency Guidelines and those applicable to APPs under the FTC’s Safeguards Rule are numerous. Here we highlight six fundamental ones.

First, the difference in the level of detail between the two regimes has real implications for types of data security precautions regulators can reasonably demand from banks, on the one hand, as compared to APPs, on the other. For example, an APP subject to an investigation and/or potential enforcement action by the FTC could quite reasonably argue that there are no specific requirements for technical controls they are required to employ to control identified risks.57 By contrast, no reasonable bank could argue that it should not at least consider access controls, encryption, segregation of duties, and other controls that are explicitly identified in the Interagency Guidelines.58 This gap is only compounded by the detailed supplemental guidance from the FFIEC in the form of individual guidance documents and the IT Examination Handbook.

Second, the Interagency Guidelines require involvement from bank leadership at the highest level, including boards of directors and senior business management.59 As noted above, a bank’s board of directors must participate by approving and overseeing the development, implementation, and maintenance of the information security program, including through the receipt of annual reports on the program’s status.60 By contrast, under the Safeguards Rule, APPs can simply designate an employee to coordinate the information security program and train their employees, without having to involve their senior leadership.

Third, recognizing the significant risk posed by insider threats, the Interagency Guidelines require that banks at least consider using employee background checks for employees with responsibilities for or access to customer information. The FFIEC Information Security Booklet further states that financial institutions “should have a process to verify job application information on all new employees,” and “[t]he sensitivity of a particular job or access level may warrant additional background and credit checks,” including for contractor employees, which should, at minimum, include character references, criminal background checks, confirmation of qualifications, and confirmation of identity. These should be supplemented, according to the FFIEC, through the use of confidentiality and non-disclosure agreements.

The Safeguards Rule establishes no similar requirements with respect to background checks on employees.61 Particularly in smaller technology startups, where there is likely limited segregation and separation of duties, and a significant portion of the companies’ small workforce may have the “keys to the castle,” the lack of any requirement for background checks puts customer data at risk.

Fourth, the Interagency Guidelines and other guidance issued by the prudential regulators require banks to take an active role in overseeing the data security practices of their service providers. For example, in addition to conducting due diligence in selecting

57 See 16 C.F.R. § 314.4(c) (requiring financial institutions generally to “[d]esign and implement information safeguards to control the risks you identify through risk assessment.”)
58 See 12 C.F.R. Part 30, App. B § III.C.1
59 Id. § III.A, F; IT Examination Booklet at 4-7.
61 16 C.F.R. § 314.4(a) and (b)(1).
service providers and including data security requirements in service provider contracts (both of which are generally required by the Safeguards Rule as well 62), the Interagency Guidelines require banks, where indicated by its risk assessment, to “monitor [their] service providers to confirm that they have satisfied their obligations as required [by their contract]. As part of this monitoring, a national bank or Federal savings association should review audits, summaries of test results, or other equivalent evaluations of its service providers.”63 This requirement is supplemented by the FFIEC IT Examination Handbooks’ Outsourcing Technology Services booklet, which includes an entire section on ongoing monitoring of service providers.64 Under the Safeguards Rule, by contrast, APPs are free from express regulatory requirements mandating such ongoing vendor supervision.65

Fifth, guidance issued by the FFIEC regulators governing authentication requires banks to implement a risk management framework and layered security approach to prevent unauthorized activity in an online banking environment through strong authentication.66 The FTC Safeguards Rule imposes no similar specific requirement on APPs, instead only generally requiring entities subject to FTC jurisdiction to identify reasonably foreseeable risks to customer information that could result in the unauthorized use of such information, and design safeguards to control such risks. In light of this regulatory gap, it is hardly surprising that many of the APP security incidents discussed above involve authentication issues.

Sixth, the Interagency Guidelines require banks to establish an incident response program, a crucial element of data security hygiene in the increasingly dangerous threat environment. The Safeguards Rule imposes no similar requirement on APPs.

STATE LAWS AND SELF-REGULATORY STANDARDS

Neither state laws nor the PCI-DSS self-regulatory code make up for the gaps in substantive standards between the Interagency Guidelines and the Safeguards Rule.

State Laws

APPs may also be subject to general data protection or financial data security requirements under state laws, such as the Massachusetts data security regulations67 or the Minnesota Plastic Card Security Act68. These laws, however, include much less detailed requirements than do the Interagency Guidelines, as supplemented by the FFIEC’s IT Examination Handbook and other guidance. The Massachusetts regulations, for

65 The FTC has used its enforcement authority under Section 5 of the FTC Act (discussed below) to require ongoing monitoring of vendor data security even outside of financial institutions and the GLBA Safeguards Rule. See D. Reed Freeman, Jr. and Maury Riggan, A Primer on FTC Expectations for Your Partner and Vendor Relationships: Enforcement Shows You Are Your Brother’s Keeper, Bloomberg BNA Privacy and Security Law Report 14 PLR 781 (May 4, 2015), available at https://www.wilmerhale.com/uploadedFiles/Shared_Content/Editorial/Publications/Articles/a-primer-on-ftc-expectations-for-your-partner-and-vendor-relationships.pdf. However, for the reasons discussed below, FTC enforcement under Section 5 of the FTC Act does not compensate for specific GLBA requirements imposed on banks by prudential regulators.
66 FFIEC, Supplement to Authentication in an Internet Banking Environment.
67 Standards for the Protection of Personal Information of Residents of the Commonwealth, 201 CMR 17.00.
68 Minn. Stat. 325E.64.
example, which are generally regarded as the most robust state-level generally-applicable data security requirements, provide that every person that owns or licenses certain sensitive personal information about a Massachusetts resident must develop, implement, and maintain a comprehensive written information security program, and must establish and maintain a security system covering computers and any wireless system.69 These regulations outline several topics that should be addressed in a company’s information security program, including an identification and assessment of reasonably foreseeable risks; policies governing employee access to and storage of personal information; employee training requirements; and service provider oversight. While these regulations are detailed compared to other generally-applicable data security requirements, they still lack the substantial level of detail provided in the Interagency Guidelines and FFIEC guidance/IT Examination Handbook. Furthermore, while the Massachusetts Attorney General’s Office is generally active in the data security field as compared to many other state Attorneys General, its resources and the weight of its enforcement actions are not comparable to a federal regulator’s.

Significantly, these state laws are also generally only invoked by regulators (or by private class-action plaintiffs, in the case of some state laws providing private rights of action) after a problem has occurred.

Finally, even for those APP companies that require money transmitter licenses under state law, these typically fail to provide an added source of data security regulatory requirements. For example, while the New York State Department of Financial Services has been fairly active when it comes to regulating the data security of banking institutions,70 it only requires applicants for state money transfer licenses to submit an affidavit of compliance with the privacy requirements of the GLBA, with no references to the data security provisions.71 Other money transmitter license regimes say little about data security issues, focusing instead on the financial solvency of the licensees or other consumer protection concerns.72

Self-Regulatory Standards

APPs are potentially subject to private-sector contractual standards under the Payment Card Industry-Data Security Standards (PCI-DSS). These standards apply to entities that store, process, or transmit cardholder data and/or sensitive payment card-related authentication data (such as “track data,” CVVs, or PINs). Even then, the PCI-DSS standards do not apply to entities that only process bank account data (and not payment cards), and so APPs such as Kash or Knox (which use bank accounts only) are likely exempt. PCI-DSS also applies only to

---

69 Personal information is defined as “first name and last name or first initial and last name in combination with any one or more of the following data elements that relate to such resident: (a) Social Security number; (b) driver’s license number or state-issued identification card number; or (c) financial account number, or credit or debit card number, with or without any required security code, access code, personal identification number or password, that would permit access to a resident’s financial account” but does not include “information that is lawfully obtained from publicly available information, or from federal, state or local government records lawfully made available to the general public.” 201 CMR 17.02.


72 See, e.g., Cal. Fin. Code § 2037 (requiring California-licensed money transmitters to have a security deposit with the state Treasurer).
cardholder data environments (CDEs), whereas the GLBA Interagency Guidelines, the FFIEC IT Examination Handbook, and federal banking safety and soundness requirements (discussed below) require banks to take a holistic approach to cybersecurity across their networks.

The current version of PCI-DSS includes 12 main requirements, each of which includes several sub-requirements. PCI-DSS requirement 4, for example, requires covered entities to encrypt transmission of cardholder data across open, public networks. This includes the following sub-requirements: (1) use strong cryptography and security protocols, including only accepting trusted keys and certificates, only supporting secure versions or configurations of the protocol in use, and using appropriate encryption strength for the encryption methodology used; (2) ensure wireless networks transmitting cardholder data or connected to the CDE use industry best practices to implement strong encryption for authentication and transmission; (3) never send unprotected payment account numbers (PANs) by end-user messaging technologies (email, instant messaging, etc.); and (4) ensure that security policies and operational procedures for encrypting transmission of cardholder data are documented, in use, and known to all affected parties.

Other PCI-DSS requirements discuss encryption as well, though again with this same level of detail. Requirement 3.5, for example, mandates that covered entities document and implement procedures to protect keys used to secure stored cardholder data against disclosure and misuse, including key-encrypting keys, which must be at least as strong as the data-encrypting key. Standard 3.6 requires that covered entities fully document and implement all key-management processes and procedures for cryptographic keys used for encryption of cardholder data, including generation of strong cryptographic keys, secure cryptographic key distribution, secure cryptographic key storage, cryptographic key changes for keys that have reached the end of their cryptoperiod, retirement or replacement of keys when the key’s integrity has been weakened or compromised, and prevention of unauthorized substitution of cryptographic keys.

The FFIEC IT Examination Handbook’s Information Security booklet includes an entire section on encryption, which goes into far more detail than PCI-DSS requirement 4 (and 3.5-3.6). For example, it provides that financial institutions should:

» employ an encryption strength sufficient to protect information from disclosure until such time as the information’s disclosure poses no material threat, including by

73 Generally, a CDE refers to the network environment where cardholder data is stored, processed, or transmitting. Thus, for example, a merchant may be subject to PCI-DSS requirements in its retail environment, but if its human resources and other back-office systems are properly segregated from the retail environment, the PCI-DSS standards would not apply to this back-office environment.


75 PCI Security Standards Council, Payment Card Industry (PCI) Data Security Standard v. 3.0 at requirement 4.

76 Id.

77 Id. at requirement 3.5.

78 Id. at requirement 3.6.
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» Consider various types of encryption that may be used for different purposes, including the use of cryptographic hashes, with the addition of “salt” for passwords, secure communication protocols (like transaction layer security) for authentication, and secure shell for remote server administration;82

» Consider encrypting data in storage, at a file, directory, volume, or disk level;83

» Ensure “robust reliability” and

» Employ appropriate protections for encrypted communication’s endpoints.85

As such, even with respect to those APPs that are subject to the PCI-DSS standards, there are some significant gaps in the security requirements themselves, beyond the enforcement mechanisms or the reputational implications and risks of noncompliance.

**Some Limited Progress**

Some federal and state regulators have taken initial steps to strengthen data security requirements for APPs. The limited and preliminary nature of these steps illustrates both that regulators are beginning to recognize the substantial gaps in substantive data security requirements and that much work remains to narrow those gaps.

In June 2014, the Consumer Financial Protection Bureau (CFPB) took initial

---

79 FFIEC, Information Security at 52.
80 Id.
81 Id. at 52-53.
82 Id. at 54-55.
83 Id. at 55.
84 Id. at 51.
85 Id.
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steps to address APP data security issues in its formal Request for Information (RFI) on the use of mobile financial products and services. The Request said that consumers are wary of data security concerns with mobile financial products, and it asked for information regarding a potential gap in security standards or risks between traditional banking channels and mobile banking, which would include APPs. The FTC's response to the RFI emphasized the security concerns of mobile technologies and warned that “some industry players are not taking full advantage” of security opportunities, citing the FTC’s own enforcement in the area. It is not clear how the CFPB will act on the information it received in response to its request.

The CFPB has also issued informal “guiding principles” for ensuring consumer protections are built into new “faster” payment systems. This one-and-a-half page document outlines nine principles, two of which implicate some of the security issues discussed in this white paper. Specifically, the guidance document provides that:

86 Request for Information Regarding the Use of Mobile Financial Services by Consumers and Its Potential for Improving the Financial Lives of Economically Vulnerable Consumers, 79 Fed. Reg. 33731, 33734 (June 12, 2014). For example, the CFPB asked, in the context of economically vulnerable consumers, whether “lower cost platforms or devices carry less security and privacy protections.” (Question 22(d)).


89 Id.

[T]o be safe, transparent, accessible, and efficient, faster payment systems must keep certain consumer protection concerns in mind, including the following:

2) Data and Privacy
When helpful to consumers, consumers are informed of how their data are being transferred through any new payment system, including what data are being transferred, who has access to them, how the data can be used, and potential risks. As appropriate, the systems allow consumers to specify what data can be transferred and whether third parties can access that data. When consumer data are collected, they are only used in ways that benefit consumers. The systems protect against misuse of the data associated with payment transactions.

3) Fraud and Error Resolution Protections
Faster payments are accompanied by robust consumer protections with respect to mistaken, fraudulent, unauthorized, or otherwise erroneous transactions. System architecture ensures that information is created and recorded to facilitate post-transaction evaluation. Systems provide mechanisms for reversing erroneous and unauthorized transactions quickly once identified. They also provide consumers with regulatory protections, such as Regulation E and Regulation Z, along with other appropriate safeguards.

The CFPB has thus implicitly recognized many of the concerns discussed above regarding the need for non-bank APPs to protect consumer data from misuse, prevent unauthorized transactions, and ensure consumers are reimbursed for unauthorized transactions in line with Regulation E requirements. The CFPB pledges to “work with [its] fellow regulators, entities that are developing these new [payment] systems, consumer advocates, and
other stakeholders to ensure that the new payment systems address consumer needs and interests.” The guidance document, however, is non-binding.90

The Federal Reserve has similarly identified the need to ensure that security remains a focus in the development of faster payment systems, perhaps most formally in its January 2015 white paper, Strategies for Improving the U.S. Payment System.91 In the white paper’s lists of “desired outcomes,” security comes second (following speed), with a goal of “U.S. payment system security that remains very strong, with public confidence that remains high, and protection and incident response that keeps pace with the rapidly evolving and expanding threat environment.”92 To achieve that outcome, the Federal Reserve lists as one of several strategies “[w]ork[ing] to reduce fraud risk and advance the safety, security and resiliency of the payment system,” by establishing a payment security task force, supporting the evolution and adoption of appropriate payment security standards, expanding the Federal Reserve’s anti-fraud and risk-management services, and improving the Federal Reserve’s fraud data.93 Gordon Werkema, who recently began work as full-time director of the Federal Reserve’s new payment system improvement initiative, also recently noted in an interview that data security is one of his main priorities.94 While these efforts are commendable, and show that federal financial regulators understand the security risks posed by the development of new payment technologies, these general policy efforts cannot replace meaningful regulatory requirements and oversight.

A few states have also taken initial steps into applying data security protections beyond the traditional banking context. For example, the New York State Department of Financial Services (NYDFS) included a cybersecurity requirement in its new “BitLicense” regulations covering Bitcoin and other digital currency.95 The new rules require licensees to maintain an audited cyber security policy and program and report annually to NYDFS about the program and relevant cyber risks.96 A proposed revision of the North Carolina Money Transmitters Act, currently pending before the North Carolina legislature, would provide the Commissioner of Banks of the State of North Carolina “the discretion to require [an] applicant [for a state money transmitter license to] obtain additional insurance coverage to address related cybersecurity risks inherent in the applicant’s business model as it relates to virtual currency transmission and to the extent such risks are not within the scope” of the surety bond applicants are otherwise required to obtain.97 Yet even these efforts would only begin to address the gaps between banks and APPs. While the New York proposal shows NYDFS’s understanding of the need to apply

90 Id.
92 Id. at 2.
93 Id. at 4.
96 Id. § 200.16
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data security requirements to new payment technologies, these new requirements would apply only to entities engaged in digital currency businesses. Thus, they would not cover the vast majority of APPs, which do not use digital currencies. And the North Carolina proposal would not address substantive data security requirements, but would only allow the Commissioner the discretion to require the entity to mitigate the financial risks of a cybersecurity incident to the company, rather than the consumer risks.
IV. APPs are Not Subject to Meaningful Oversight or Enforcement to Prevent Breaches Before They Harm Consumers

Not only do APPs face less stringent data security standards than do banks, but as a practical matter they are likely to face sanctions for lax data security practices only if they suffer an actual cybersecurity breach that becomes known to the government. That is because banks, unlike APPs, are subject to regular examinations, enforcement actions, and other oversight by prudential regulators. As in the regulatory context discussed above, the FTC lacks the authority and resources to provide a sufficiently robust parallel to the examination and enforcement regime administered by the financial regulators.

EXAMINATION

Unlike banks, APPs are not subject to meaningful data security examination, in which a regulator could scrutinize an APP’s data security practices in order to identify and correct weaknesses before they are exploited by an attacker. Even as to those APPs that are “financial institutions” subject to the FTC’s Safeguards Rule (and therefore subject to possible FTC enforcement under the Rule), the FTC does not exercise examination authority. Instead, it can only target individual APPs using its Civil Investigative Demand (CID) process, similar to a subpoena. Targeted, one-off CIDs hardly compare to broad and frequent examinations, in which financial examiners have the right to routinely review evidence of compliance if the target falls within its supervisory jurisdiction. The FTC also has limited resources, which preclude it, as a practical matter, from covering all APPs (and all the other companies in other sectors subject to its jurisdiction). While the FTC has, in recent years, taken an increased interest in the financial technology, or “FinTech,” industry in general, few of these efforts have been targeted at security-related issues, and have instead focused primarily on issues regarding deceptiveness, advertising law violations, and consumer privacy.

At present APPs are not subject to CFPB examination authority either. The CFPB has examination authority over nonbanks only to the extent the nonbanks are mortgage lenders or services, student or payday lenders, or have been identified via rulemaking as “larger participant[s]” in markets for consumer financial products or services. The CFPB has not issued a rule identifying “larger participants” in the payments market. Even if there were such a rule, most APPs would likely, by virtue of their size, not be covered. The smaller APPs are the ones most likely to lack adequate data security or privacy safeguards, despite dealing in highly sensitive consumer financial data as a core function of its business.

---


100 Financial regulators have expressly recognized this risk. In the Winter 2012 edition of the Federal Deposit Insurance Corporation (FDIC) publication “Supervisory Insights,” the FDIC...
Some APPs may be licensed state money transmitters or federally-registered money services businesses (MSBs), and would therefore be subject to state and/or Internal Revenue Service (IRS) examinations. But these examinations are not comparable to the sophisticated, in-depth examinations carried out by federal prudential regulators guided by the FFIEC IT Exam Handbook. IRS examiners are focused primarily on anti-money laundering, not data security, and rarely conduct examinations outside of major money transmitters due to staffing and resource constraints. State examinations similarly do not occur on a regular basis, and, even when they do occur, as a practical matter pale in comparison to federal examinations. By contrast, large banks and other FFIEC-examined financial institutions are examined consistently. Without a realistic threat of consistent and sophisticated data security examination, APPs face a low risk of being caught in a state of non-compliance until it is too late and customers may have suffered harm through fraud and/or unauthorized access to their sensitive personal or financial information.

The lack of meaningful examination authority with respect to these entities has significant consequences with respect to data security and regulatory burdens.

First, because APPs are not regularly examined, it is easier for their security flaws to go undetected, unless they ultimately lead to a breach resulting in a sufficiently high amount of fraud such as to trigger detection by the card brands and/or banks (or they self-detect). In general, the FTC tends not to launch data security investigations and/or bring enforcement actions against companies unless some event has brought the issue to the FTC’s attention (such as a data breach, whistleblower complaint, or public reporting on a security flaw).101

---

101 For example, a review of the approximately 13 cases in which the FTC has brought enforcement actions for violations of the Safeguards Rule reveals that:

- eight involved breaches (including six cases where personal information was clearly breached and two cases where breaches occurred that could have allowed access to personal information, but where the complaint does not make clear whether such information was actually accessed); In the Matter of Franklin’s Budget Car Sales, Inc., also d/b/a Franklin Toyota/Scion, FTC Matter/File No. 102 3094 (Oct. 26, 2012); In the Matter of ACRAnet Inc., FTC Matter/File No. 092 3088 (Aug. 19, 2011); In the Matter of Fajilan and Assocs., Inc., also d/b/a Statewide Credit Servs., FTC Matter/File No. 092 3089 (Aug. 19, 2011); In the Matter of SettlementOne Credit Corp. and Sackett Nat’l Holdings, Inc., FTC Matter/File No. 082 3208 (Aug. 19, 2011); In the Matter of Premier Capital Lending, Inc., et al., FTC Matter/File No. 072 3004, Docket Number C-4241 (Dec. 16, 2008); In the Matter of Franklin’s Budget Car Sales, Inc., also d/b/a Franklin Toyota/Scion, FTC Matter/File No. 102 3094 (Oct. 26, 2012); In the Matter of ACRAnet Inc., FTC Matter/File No. 092 3088 (Aug. 19, 2011); In the Matter of SettlementOne Credit Corp. and Sackett Nat’l Holdings, Inc., FTC Matter/File No. 082 3208 (Aug. 19, 2011); In the Matter of Premier Capital Lending, Inc., et al., FTC Matter/File No. 072 3004, Docket Number C-4241 (Dec. 16, 2008); In the Matter of Goal Fin., LLC, FTC Matter/File No. 072-3013 (Apr. 15, 2008); In the Matter of Nations Title Agency, Inc., et al., FTC Matter/File No. 052 3117 (June 20, 2006).

- two involved violations of the “Disposal Rule” under the Fair...
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Perhaps because of this, APPs may also be less likely to report breaches unless they have no other alternative. While the FTC has generally viewed an incident response plan as part of a reasonable and appropriate data security program in exercising its FTC Act Section 5 authority, no federal regulation expressly requires APPs to have an incident response plan. They are thus unlike banks, which are required to have such a plan under the Interagency Guidelines. While many breaches involving personal information held by APPs may trigger state data breach notification laws, the triggering of the notification requirement will turn on the precise information disclosed or accessed.

Second, beyond formal law or guidance, banks are often subject to expectations by their prudential regulators that as a practical matter they must follow. Thus, banks may have better privacy/data security standards, or better treatment because their regulators will ask for it, and these standards may not be shared by APPs. For example, in a related context, most (if not all) major banks will waive consumer liability for unauthorized ACH transactions (e.g., ACH withdrawals conducted by an attacker who has stolen personal information), as long as the consumer reports them in a reasonable amount of time. Regulation E, however, allows the institutions to place up to $500 liability on the consumer if the consumer does not provide timely notice.

As a preliminary matter, it is unclear whether APPs are subject to Regulation E, as its terms might not technically apply to APPs. This would mean that consumers will not have the statutory and regulatory protections of Regulation E for these services, though some APPs may provide such protections on a voluntary basis. Even when Regulation E does apply, banks often feel compelled to waive even the $500 liability allowed under Regulation E because of their regulator’s expectations, whereas APPs may choose to provide liability protection only consistent with Regulation E’s requirements (whether because they are covered by Regulation E or on a voluntary basis).

103 12 C.F.R. § 205.6.
104 In general, Regulation E provides protections with respect to “electronic fund transfers,” defined as “any transfer of funds that is initiated through an electronic terminal, telephone, computer, or magnetic tape for the purpose of ordering, instructing, or authorizing a financial institution to debit or credit a consumer’s account.” 12 C.F.R. § 1005.3(b)(1). Currently, “account” is defined to mean “a demand deposit (checking), savings, or other consumer asset account (other than an occasional or incidental credit balance in a credit plan) held directly or indirectly by a financial institution and established primarily for personal, family or household purposes.” Id. § 1005.2(b).

Although consumers may use traditional payment systems to prefund the “payment accounts” in P2P or other APP platforms (e.g., through a debit card transaction or an ACH transfer from a bank account) and would thus receive protection under Regulation E for certain transfers to the payment account, it is unclear whether Regulation E applies to P2P transfers made from the “payment account,” given that these stored value accounts are not explicitly covered by Regulation E’s existing definition of “account.” That said, this may change for certain APPs if the CFPB’s proposed prepaid rule is finalized as written. See , Prepaid Accounts under the Electronic Fund Transfer Act (Regulation E) and the Truth in Lending Act (Regulation Z), 79 Fed. Reg. 77,101 (Dec. 23, 2014), as amended by Prepaid Accounts under the Electronic Fund Transfer Act (Regulation E) and the Truth in Lending Act (Regulation Z), 80 Fed. Reg. 6,468 (Feb. 5, 2015).
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Here, again, APPs freedom from examination by a federal regulator means that consumers enjoy less protections when using an APP than when getting the same service from a bank.

There is at least some evidence that some APPs in this context do provide less consumer protection than banks. For example, according to Venmo’s user agreement, if a user believes that their account registration information, PIN, or mobile device has been lost or stolen, and the account history shows unauthorized transactions, users who contact Venmo within two business days after learning of the loss or theft will only be liable up to $50, while liability for losses reported later will not exceed $500.\(^\text{105}\)

While it is possible that, as a matter of practice, Venmo may refund the entire transaction, it is hard to tell based on coverage of Venmo’s issues with fraud. Because Venmo lacks the full-time customer service staff that a large bank provides, the article discussed above notes that the unauthorized withdrawal was refunded by the user’s bank by the morning after he reported it, while Venmo took that long to even respond to his inquiries. This tactic might even be an intentional one by APPs; because they know the customers will quickly reach out to their banks and banks will make them whole (or face potential regulatory liability for failing to do so), they may intentionally lack a system in place to quickly address and resolve unauthorized transactions. And, notably, other APPs not subject to Regulation E disclaim any liability whatsoever, or otherwise provide less protection than the protection banks are required to provide by Regulation E.\(^\text{106}\)

Finally, even where there is overlap between the GLBA requirements imposed by prudential regulators and the PCI-DSS requirements, the manner in which these standards are enforced varies substantially (even beyond the fact that PCI-DSS is a private sector standard rather than a standard enforceable through government examinations and enforcement).

---

\(^{105}\) Venmo U.S. User Agreement, Sections C.1.n.iv, E.9, https://venmo.com/legal/us-user-agreement/; Allison Griswold, Venmo Money, Venmo Problems, Slate (May 14, 2015), http://www.slate.com/articles/technology/safety_net/2015/02/venmo_security_it_s_not_as_strong_as_the_company_wants_you_to_think.html (“After two business days, your liability can jump as high as $500, per Venmo’s terms.”). See also LevelUp, User Terms of Service, Section 6, https://www.thellevelup.com/terms (noting that LevelUp will reimburse all fraudulent or unauthorized transactions made using the LevelUp user account if reported within two days of the first transaction (or loss of device), providing no coverage for activities not reported within 60 days, and providing up to $500 of coverage for notices provided after two business days).

\(^{106}\) See, e.g., Square, Square Wallet User Agreement, https://squareup.com/legal/pay-ua at ¶ 15 (“Security. We have implemented technical and organizational measures designed to secure your personal information from accidental loss and from unauthorized access, use, alteration or disclosure. However, we cannot guarantee that unauthorized third parties will never be able to defeat those measures or use your personal information for improper purposes. You acknowledge that you provide your personal information at your own risk.”); ¶ 25 (Limitation of Liability and Damages. . . . UNDER NO CIRCUMSTANCES WILL SQUARE BE RESPONSIBLE FOR ANY DAMAGE, LOSS, OR INJURY RESULTING FROM HACKING, TAMPERING, OR OTHER UNAUTHORIZED ACCESS OR USE OF SQUARE WALLET, YOUR SQUARE WALLET ACCOUNT, OR THE INFORMATION CONTAINED THEREIN.”), Square, Square Cash Agreement (Mar. 23, 2015), https://squareup.com/legal/cash-ua (containing similar limitation of liability language, though not including the same security language); Kash, User Agreement, https://withkash.com/user_agreement.html (“If you believe that any of your Kash App, account registration information, PIN or mobile device containing the Kash App has been lost or stolen, or if your account history shows transfers that you did not make, you must immediately contact Company via the Contact Us information below or by email to legal@withkash.com. If you contact Company within one Business Days after learning of the loss or theft, then your liability shall not exceed the lesser of $75.00 USD or the amount of unauthorized transfers that took place on your account before you provided notice to Company. If you do not contact Company within one Business Days of learning of the loss or theft, then your liability shall not exceed the lesser of (a) $1000.00 USD or (b) the sum of (i) the lesser of $75.00 USD or the amount of unauthorized transfers that occur within one Business Days of learning of the loss and (ii) the amount of unauthorized transfers that occur after the close of one Business Days and before notice to Company, provided that Company can establish that the expenditures would not have occurred had you notified Company within one Business Days of the loss.”).
Under PCI-DSS, covered entities are required to undergo regular (usually, annual) assessments by certified PCI Qualified Security Assessors, which result in the completion of a Report on Compliance (ROC). While this may sound like the private sector equivalent of a regulator examination, it is far less rigorous. PCI-DSS audits are generally paper audits, and ROCs rarely conclude a lack of compliance, thereby allowing the vast majority of PCI-DSS covered entities to make claims about being certified as PCI-DSS compliant. With many of the more recent retail breaches, companies have been allegedly PCI-DSS compliant according to their most recent ROC, but the post-breach forensic review finds several violations of PCI-DSS.107

As such, even where an entity is certified as PCI-DSS compliant, this does not actually mean that they are, in fact, compliant with the PCI-DSS standards or that their networks are truly secure. In other words, to the extent the PCI-DSS review process has teeth, it is only after a breach has already occurred — much the same as with the FTC GLBA Safeguards Rule and FTC Act authority (discussed below). In contrast, the examination procedure is intended to ensure that banks have proper security processes in place to prevent a breach — and the risks of failing an examination provide significant incentive for banks to expend significant capital to ensure compliance. By contrast, the risk of failing a PCI-DSS assessment prior to a breach is low and, even where noncompliance is found, monetary fines are relatively minimal — e.g., tens of thousands of dollars per card network — compared to the cost of regulatory fines. And a card brand fine, which may not even be public, pales in comparison from a reputational standpoint to a publicized federal regulator enforcement action.

**ENFORCEMENT**

**Gramm-Leach-Bliley Act**

The GLBA delegates enforcement of its data security provisions to the federal banking agencies with respect to banks and to the FTC with respect to the kinds of financial institutions that include APPs.108 While both banks and APPs may be subject to injunctive relief for violations of the GLBA’s requirements,109 only banks face a realistic possibility of civil money penalties. Under the federal banking laws, a bank’s prudential regulator can assess civil money penalties if the bank “violates any law or regulation,” including GLBA and the Interagency Guidelines.110 The penalties are significant. Banks might be fined $7,500 per violation per day, or as much as $37,500 per violation per day if the regulator determines that the violation is part of a “pattern of misconduct.”111 By contrast, the FTC cannot assess civil penalties at all if an APP violates the Safeguards Rules. The FTC is limited to getting injunctive relief. APPs are subject to civil penalties only if they violate an existing final order by the FTC, and only if the FTC can convince the Department of Justice to bring suit to collect the penalties.112 APPs must thus commit the same violation twice before they can be penalized. Penalties are capped at $16,000 per violation.113


109 See 12 U.S.C. § 1818(b) (equitable relief under the banking laws); 15 U.S.C. 53(b) (equitable relief under the FTC Act).


111 Id. (adjusted for inflation by 77 Fed. Reg. 66529 (Nov. 6, 2012)).


113 Id.
The FTC’s lack of penalty authority creates vastly different consequences for banks and nonbanks for violations of the same statute. While both the FTC and banking agencies have restitution authority, showing customer harm for data security failures is difficult, especially where no breach can be proven. In fact, the FTC’s GLBA data security settlements to date have not obtained any monetary relief for consumers for such GLBA violations. Without the threat of civil penalties, APPs are unlikely to suffer direct monetary loss for data security lapses, which in turn provides less incentive for them to meet Safeguards Rule requirements.

Unfair, Deceptive (and Abusive) Acts or Practices

APPs, like most companies, are presumably subject to the FTC’s jurisdiction under Section 5 of the FTC Act, which prohibits companies from engaging in unfair or deceptive acts or practices.

114 The FTC can enforce GLBA violations administratively or in federal district court, while the banking agencies can only pursue administrative relief. The option of proceeding in court has little practical impact, however, because the FTC faces a lower burden in administrative proceedings, where it “has the first opportunity to make factual findings and articulate the relevant legal standard;” and the court must affirm findings of fact if supported by substantial evidence. Thus, “where a case involves novel legal issues or fact patterns, the Commission has tended to prefer administrative adjudication.” FTC, A Brief Overview of the Federal Trade Commission’s Investigative and Law Enforcement Authority (Jul. 2008), available at https://www.ftc.gov/about-ftc/what-we-do/enforcement-authority.

115 See, e.g., U.S. v. PLS Fin. Servs., Inc. et al., FTC Matter/File No. 1023172, No. 112-cv-08334 (Nov. 7, 2012) (alleging both FCRA and GLBA violations, but assessing monetary penalties only with respect to the FCRA violations, and requiring comprehensive information security programs and assessments, but not awarding restitution or other monetary relief with respect to the alleged GLBA violations); U.S. v. Am. United Mortg. Co., FTC Matter/File No. 062 3103, 07C 7064 (Dec. 18, 2007) (similarly assessing monetary penalties only for alleged FCRA violations and not alleged GLBA violations); In the Matter of Franklin's Budget Car Sales, Inc., also d/b/a Franklin Toyota/Scion, FTC Matter/File No. 102 3094 (Oct. 26, 2012) (barring misrepresentations regarding data security and requiring comprehensive information security programs, but not awarding restitution or other monetary relief).


118 See, e.g., In re Bancorp Bank, FDIC 11-698b & 11-703k (Aug. 12, 2012) (consent order and civil money penalty for violations of the FTC Act); see Julie L. Williams, First Sr. Deputy Comptroller and Chief Counsel, Office of the Comptroller of the Currency, Remarks at the Mid-Atlantic Bank Compliance Conference (Mar. 22, 2002), available at http://www.occ.gov/static/news-issuances/speeches/2002/pub-speech-2002-30.pdf. (“When a bank’s marketing practices cross the line from being bad customer relations to become unfair or deceptive practices [violating the FTC Act], the OCC (and the other federal banking agencies) have authority to intervene.”).

banks are also subject to the general UDAP/UDAAP restrictions on top of the specific GLBA data security requirements imposed by the Interagency Guidelines and accompanying prudential regulator/FFIEC guidance. The potential applicability of this UDAP/UDAAP authority to regulate APP’s data security thus does nothing to level the uneven playing field caused by the two different GLBA regimes.

Second, FTC enforcement of data security standards for financial institutions under its UDAP jurisdiction has not been particularly robust, and has generally been used only to add additional charges in enforcement actions already being brought under the Safeguards Rule.120

Third, both the FTC’s and CFPB’s prohibitions on unfair practices require a likelihood of substantial injury that cannot be reasonably avoided by consumers.121 No such finding is required for a violation of the Interagency Guidelines or accompanying guidance.

Fourth, the FTC’s authority to regulate data security through its unfairness authority is currently subject to a forceful challenge in the Wyndham case, currently pending before the Third Circuit.122 Should Wyndham prevail, there would be even less oversight of APPs’ data security practices.

In addition to “unfairness” claims under the FTC Act Section 5’s UDAP prohibition, APPs are subject to the UDAP prohibition on deceptive practices. As with the unfairness prong of Section 5 noted above, the deceptiveness prohibition applies to banks as well.123 The odds of the FTC’s bringing a deceptiveness claim against an APP over data security, though, in the absence of a publicly disclosed breach, a whistleblower tip, or evidence produced in response to a targeted CID, are much lower than a bank regulator, with constant supervisory access to bank records, bringing a similar claim against a bank. This may allow APPs to make general and untested statements about their security—such as claiming to use “bank grade security,”124 to be “100% compliant to the letter and intent of all PCI regulations, rules and recommendations,”125 to have security teams “work[ing] day in and day out to ensure [the APP is] . . . the safest way to pay,”126 to “stop[] fraud before it happens,”127 and to be “not just a payments company, [but] a security company” 128 —without the degree of regulatory scrutiny that banks would face for similar statements.

DATA SECURITY VIA SAFETY AND SOUNDNESS REGULATION

In addition to data security-specific enforcement
and oversight, banks face an additional federal requirement—safety and soundness regulation—under which regulators can hold them accountable for substandard data security programs even if no breach and no harm occurs. By contrast, as discussed above, APPs and other nonbanks are subject only to a less rigorous implementation of the GLBA data security standards and the FTC’s enforcement of UDAAP (and CFPB’s enforcement of UDAP), assuming they survive the Wyndham challenge. Here too, then, the regulatory playing field is tilted in favor of APPs and against consumers entrusting their private data to those companies.

Banks are uniquely subject to federal safety and soundness regulation, which requires banks to avoid whatever their regulators deem to be “unsafe or unsound practices.” Federal courts have articulated a number of tests for unsafe or unsound practices. The D.C. Circuit has held that an “unsafe or unsound practice” is one that poses “a reasonably foreseeable undue risk to a banking institution.” The OCC has stated that this articulation is consistent with its own standard, which is that an unsafe or unsound practice is any action “contrary to generally accepted standards of prudent operation, the possible consequences of which, if continued, would be abnormal risk or loss or damage to an institution, its shareholders, or the agencies administering the insurance funds.”

Any bank offering insured deposits that engages in “unsafe or unsound practices” is subject to a cease and desist order from the bank’s prudential regulator. The consequences of engaging in such practices are steep. The order can include virtually any equitable remedy, including indemnification to other parties, restitution to customers, rescission of contracts, disposal of assets or, any other action the regulator “determines to be appropriate.” And if a bank is found to have “recklessly” engaged in such practices, the agency may assess severe civil monetary penalties. In the past year alone, the federal banking agencies have assessed nine civil penalties of more than $40 million each, not because a bank violated any substantive law, but instead because a bank violated a federal requirement—safety and soundness regulation—under which regulators can hold them accountable for substandard data security programs even if no breach and no harm occurs.

129 Several states examine money transmitters for safety and soundness. See, e.g., Ohio Rev. Code § 1315.12(a)(2); Ariz. Dept’ of Fin. Inst., Money Transmitters, at http://www.azdfi.gov/Licensing/Licensing,FinServ/MT/MT.html (last visited [date]) (“It is the policy of AZDFI to select the most effective and efficient methods of conducting examinations so that significant risks affecting safety and soundness, as well as substantive statutory compliance, can be identified and, if necessary, appropriate supervisory action taken.”). However, many APPs, such as Apple Pay, take the position that they are not subject to state or federal money transmitter license requirements. See, Wall. St. Journal, Apple Pay Faces Lighter Compliance than Paypal, Google (Oct. 20, 2014), available at http://blogs.wsj.com/riskandcompliance/2014/10/20/why-apple-pay-faces-lighter-compliance-than-paypal-google/). Also, we understand that safety and soundness examinations focus on the insolvency of money transmitters. See, e.g., Tex. Code § 151.301(b)(9) (“Unsafe or unsound act or practice’ means a practice of or conduct by a license holder or an authorized delegate of the license holder that creates the likelihood of material loss, insolvency, or dissipation of the license holder’s assets, or that otherwise materially prejudices the interests of the license holder or the license holder’s customers.”). We are not aware of state regulators consistently assessing civil penalties for practices deemed unsafe and unsound but unrelated to licensee solvency.


132 12 USC 1818(b). Typically, banks enter into consent orders, which are settlement agreements based on the regulators’ cease and desist authority. The reputational and financial risks of litigating against a banking regulator are so large that no major bank this century has refused to settle a pending enforcement action. The reluctance to litigate allows regulators to push the limits of their cease and desist authority or their interpretations of what constitutes an unsafe or unsound practice.

133 12 USC 1818(b)(6).

134 To meet the “reckless” standard, a bank must have engaged in conduct “in disregard of, and evidencing conscious indifference to, a known or obvious risk of a substantial harm.” Cavaliari v. OCC, 57 F.3d 137, 142 (2d Cir. 1995). The OCC has said that a bank’s conduct is reckless if the bank evidences disregard of, or indifference to, the consequences of the practice, even though no harm may be intended. See OCC PPM 5000–7, App’x C, at C-4.
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but merely the bank’s practices were not “safe and sound.”

As noted above, the FTC’s and CFPB’s prohibitions on unfair practices require a likelihood of substantial injury that cannot reasonably be avoided by consumers. A bank, however, may engage in “unsafe or unsound practices” without any injury occurring or likely occurring at all to consumers. Rather, all that is required is that a bank’s actions be deemed contrary to “standards of prudent operation,” i.e., that they not meet accepted regulatory standards. Thus, a bank with a data security system that does not meet the Interagency Guidelines, or one that does meet those guidelines but is otherwise deemed insufficient by regulators, may face public enforcement and large penalties even if no breach occurs and even if not a single consumer is harmed or is likely to be harmed.

The application of safety and soundness principles to data security standards is not merely theoretical. In 2013, the FDIC and OCC entered into a joint consent order against two bank technology service providers based on unsafe and unsound practices relating to data security. According to the two regulators, the service providers committed unsafe or unsound practices by, among other things: operating without certain procedures to “identify and address software vulnerabilities” and without certain programs to “detect, identify and act on potential threats in a timely manner.”

Nor can banks avoid liability by outsourcing data protection to such vendors; regulators have repeatedly held banks liable for failures by their service providers. Thus, banks are essentially required to maintain sound data protection systems that meet whatever criteria the regulators deem consistent with “generally accepted standards of prudent operation.”

APPs, by contrast, operate free of any federal safety and soundness requirements. Because they face no federal liability simply for unsafe or unsound practices, in practice they cannot be held liable for even the most reckless data security standards unless or until a breach occurs.

---

135 See, e.g., In re Bank of America, N.A. No. AA-EC-14-99 (Nov. 11, 2014) (assessing $250 million civil money penalty for unsafe or unsound practices relating to foreign exchange transactions, without alleging a violation of law); OCC Release No. NR-2012-20 (Feb. 9, 2012) announcing $404 million in civil money penalties against four banks for unsafe and unsound mortgage practices, without alleging a violation of law).

136 15 USC 45(a); 12 USC 5531(a).


138 For example, the series of orders against major banks regarding the marketing and servicing of credit card add-on products are based primarily on conduct by the banks’ service providers. See, e.g., In re Bank of America, N.A., 2014-CFPB-004 (Apr. 9, 2014) at ¶ 17 (alleging improper conduct based on actions by bank “through its Service Providers”).
V. Costs Remain with the Banks for APPs’ Lapses

The uneven data security playing field between banks and APPs not only has real consequences with respect to the potential for consumer harm and the uneven burden placed on financial institutions with respect to regulatory compliance. It also manifests itself with respect to which entities bear the brunt of costs in the wake of a data security compromise of an APP. Here, too, banks are likely to be left with the bill. In the event that a customer’s payment card or bank account data is stolen from an APP, resulting in fraudulent charges, banks are often, at least in the first instance, paying the costs. This includes not only refunding unauthorized transactions (which could be substantial in themselves), but also the cost of replacing cards and/or closing accounts, as well as the administrative costs of identifying relevant cards/accounts and increased fraud detection efforts. To the extent any of these fees would be recoverable from the APPs in the event of a breach involving APP data, this would likely only be indirectly through litigation and/or PCI-DSS enforcement fines by the card brands.

Even when APPs are in theory responsible for directly reimbursing consumers for unauthorized transactions that occur on their platforms when APP accounts themselves are compromised, customers are still likely to turn to their banks where their banks are more responsive to customer inquiries. That was the case at least in the instance described by the article on Venmo, where Chase reportedly made the customer whole.139 And even if the APP did reimburse the fraudulent charge, the banks are still the ones left with the administrative hassle on the backend to close the account and reissue cards.

VI. Recommendations

Banks and APPs engaging in functionally similar activities should be subject to similar regulatory regimes. A regulatory level playing field of this sort is critical both to ensure that consumers enjoy consistent protection regardless of their choice of platform and to protect the safety and soundness of payment systems. To close the regulatory, enforcement, and examination gaps that exist today, we recommend the actions set forth below.

NON-LEGISLATIVE

Many of the legal and regulatory disparities noted above could be remedied through federal and state regulation that treats APPs and banks similarly with respect to data security issues. As noted above, the CFPB and a few states have begun to acknowledge or address security concerns of some APPs, though these efforts illustrate just how wide the gap remains between the industries. Much more remains to be done, including:

» Enhancing the substantive regulatory requirements. Because the substantive scope of the FTC’s statutory authority under the GLBA is the same as that of the prudential regulators, the FTC should adopt enhanced GLBA Safeguards Rules, either limited to APPs (in which case this term would have to be defined in a way to sufficiently address both current and future participants in this industry) or applicable more broadly to all companies subject to the FTC’s jurisdiction.

» Using available examination authority.
  • The CFPB should issue rules defining larger participants of the APP industry, which would give the CFPB examination authority over those larger participants as defined; and
  • To the extent the CFPB or another regulator has authority to examine APPs that are established as service providers of a financial institution subject to its examination jurisdiction, it should exercise such authority.

» Enforcing existing requirements.
  • The FTC should enforce its GLBA Safeguards Rule more frequently for APPs, perhaps including through a CID sweep; and
  • For APPs federally registered as money services businesses with the Financial Crimes and Enforcement Network (FinCEN), FinCEN should enforce existing guidance suggesting that financial institutions report actual or attempted data breaches to the government in the form of suspicious activity reports (SARs), just as it does for banks.140 Doing so would force registered APPs to monitor for such breaches and encourage them to take steps to bolster their cybersecurity practices.

LEGISLATIVE

In some cases, legislation may be the best method of ensuring consistent data security standards by either (1) closing the regulatory

and enforcement gap by establishing comprehensive and cross-industry data security requirements, or (2) closing the regulatory, examination, and enforcement gaps by giving financial regulators authority over the data security practices of APPs in particular. Some of the data breach notification bills pending in Congress fall into that first group by including provisions that would provide the FTC with broad rulemaking authority over data security, while others would give the FTC express enforcement authority over either general or specific data security requirements included in the bills.

An example in the second category is the Data Security Act of 2015 (S. 961 and H.R. 2205), which would establish a flexible process for firms of all sizes that handle consumers’ sensitive financial information to follow in order to secure data and prevent breaches. These standards are based on the GLBA Interagency Guidelines, and would result in common-sense standards that have already proven flexible enough to work effectively for both large and small financial institutions, and can thus effectively be applied to APPs of all sizes. While many of the security requirements included in Data Security Act are similar to the FTC Safeguards Rule, the Data Security Act includes a few additional requirements that could help level the playing field between banks and companies not subject to the GLBA. These include:

- a requirement to “reasonably oversee or obtain an assessment of [a] service provider’s compliance with contractual [data security] obligations, where appropriate in light of the covered entity’s risk assessment,”

- mandating that covered entities “consider whether [various] security measures are appropriate for the covered entity and, if so, adopt those measures that the covered entity concludes are appropriate,” including access controls, physical access restrictions, encryption of electronic information in transit or in storage, procedures to ensure that information system modifications are consistent with the covered entity’s information security program; dual control procedures, segregation of duties, and employee background checks for employees with access to sensitive information; monitoring systems and procedures to detect actual and attempted attacks on, or

141 See, e.g., Consumer Privacy Protection Act of 2015, S. 1158, 114th Cong. (2015) Subtitle A (requiring covered entities to comply with safeguards designated in the Act and any other administrative, technical, or physical safeguards identified by FTC through rulemaking, providing FTC with enforcement authority for violations of those requirements, and defining a violation of those requirements as an unfair or deceptive act or practice under the FTC’s Section 5 authorities); Data Security and Breach Notification Act of 2015, S. 177, 114th Cong. (2015) § 2 (directing FTC to promulgate regulations to require each covered entity that owns or possesses data containing personal information, or contracts to have a third-party entity maintain or process data on its behalf, to establish and implement policies and procedures regarding information security practices for the treatment and protection of personal information) and § 5(c) (providing that a violation of § 2 shall be treated as an unfair and deceptive act or practice in violation of a regulation issued under the FTC’s Section 5 authority, and subject to FTC enforcement).

142 See, e.g., Data Security Act of 2015, H.R. 2205, 114th Cong. (2015) § 4(a) (requiring companies to develop, implement, and maintain a comprehensive information security program, with specifically listed elements and security controls) and § 5(a)(9) (providing FTC with authority to enforce § 4 for any entities not subject to the jurisdiction of several listed federal financial regulators or state insurance authorities); Data Security and Breach Notification Act of 2015, H.R. 1770, 114th Cong. (2015) § 2 (requiring covered entities to implement and maintain reasonable security measures and practices to protect and secure electronic personal information) and § 4(a) (providing that a violation of § 2 would constitute an unfair and deceptive act in violation of the FIC Act); Data Breach Notification and Punishing Cyber Criminals Act of 2015, S. 1027, 114th Cong. (2015) § 2 (generally requiring covered entities to take reasonable measures to protect and secure electronic data containing personal information) and § 4(c) (providing that a violation of § 2 shall be treated as an unfair or deceptive act or practice in violation of the FIC Act).

intrusions into, systems; incident response programs; and measures to protect against the destruction, loss, or damage of sensitive information due to environmental or technological failures;¹⁴⁴

» requirements for board of director oversight, including having the board approve the company’s written information security program; requiring the board to oversee the development, implementation, and maintenance of the program, including assigning specific responsibility for its implementation and reviewing reports from management; and requiring management to report to the board or a committee at least annually on the information security program and material matters relating to the program;¹⁴⁵ and

» breach investigation and notification requirements.¹⁴⁶

These additional requirements would go a long way to minimizing the differences between the regulatory requirements applicable to banks and those applicable to non-banks, while still providing the flexibility necessary for companies of various sizes and levels of sophistication to enter and compete in the marketplace.

These bills would ensure that data security requirements are established by legislation, rather than through further rulemaking by the FTC (or any other agency) before they can be implemented.¹⁴⁷

In order to exercise any new authority successfully, the FTC would also need to be provided with more resources to properly staff investigations and enforcement actions against APPs for potential violations of any new regulatory requirements. And, to avoid adding unnecessary, overlapping, and/or inconsistent regulations to entities (including banks) that are already heavily regulated in this area, any new authorities provided to the FTC should make clear that they are not applicable to firms subject to data security regulation by the prudential regulators.

As to the second category above, legislation might make clear that APPs are subject to the same type of scrutiny with respect to data security as banks, such as by directly giving the FTC or CFPB examination authority (without requiring further regulations to do so), or by directly requiring the CFPB to enact rules defining large participants in the APP industry.

¹⁴⁷ While these bills are a significant first step, more may be needed in the future to ensure consistency in regulatory treatment, particularly with respect to those APPs that may already be subject to the FTC Safeguards Rule, where compliance with those data security regulations may be considered compliance with the data security standards included in those bills. For example, both S. 961 and H.R. 2205 would provide that financial institutions that maintain policies and procedures consistent with those policies and procedures designed to comply with the GLBA that are applicable to the financial institution would be deemed to be in compliance with the bills’ data security requirements. Arguably, this could include financial institutions complying with the FTC Safeguards Rule. To effectively ensure that APPs are subject to any additional data security requirements in the Act beyond the FTC Safeguards Rule, the financial institutions exception may need to be limited to financial institutions subject to and in compliance with the Interagency Guidance, rather than all “financial institutions” broadly subject to and in compliance with even the more narrow FTC Safeguards Rule.

¹⁴⁴ Id. §4(a)(5)(A).
¹⁴⁵ Id. §4(a)(6).
¹⁴⁶ Id. §4(b) and (c).